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Abstract
Magnetic resonance current density imaging (MRCDI) provides a current
density image by measuring the induced magnetic flux density within the
subject with a magnetic resonance imaging (MRI) scanner. Magnetic resonance
electrical impedance tomography (MREIT) has been focused on extracting
some useful information of the current density and conductivity distribution in
the subject � using measured Bz, one component of the magnetic flux density
B. In this paper, we analyze the map T from current density vector field J
to one component of magnetic flux density Bz without any assumption on the
conductivity. The map T provides an orthogonal decomposition J = JP + JN

of the current J where JN belongs to the null space of the map T . We explicitly
describe the projected current density JP from measured Bz. Based on the
decomposition, we prove that Bz data due to one injection current guarantee a
unique determination of the isotropic conductivity under assumptions that the
current is two-dimensional and the conductivity value on the surface is known.
For a two-dimensional dominating current case, the projected current density
JP provides a good approximation of the true current J without accumulating
noise effects. Numerical simulations show that JP from measured Bz is quite
similar to the target J. Biological tissue phantom experiments compare JP

with the reconstructed J via the reconstructed isotropic conductivity using the
harmonic Bz algorithm.

1. Introduction

The magnetic resonance current density imaging (MRCDI) technique has been proposed
(Eyuboglu et al 1999, Gamba et al 1999, Joy et al 1989, 2004, Scott et al 1991, 1992,
1993) by using a magnetic resonance imaging (MRI) scanner. MRCDI measures the internal
magnetic flux density B = (Bx, By, Bz) generated by an externally injected electrical current
through the electrodes attached to the surface of subject �. Ampere law J = ∇ × B/µ0,
where µ0 is the magnetic permeability of the free space, produces the internal current density
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J = (Jx, Jy, Jz) corresponding to the measured magnetic flux density B. Since an MRI
scanner measures only one component of the magnetic flux density B = (Bx, By, Bz) that is
parallel to the main magnetic field direction, we have to rotate the subject to measure all three
components of B. Indeed, a human body cannot be rotated in a conventional MRI scanner and
even if it is possible, the rotation of the subject may cause artifacts by misalignments of pixels
and movements of internal organs. To overcome the rotating problem, recently proposed
magnetic resonance electrical impedance tomography (MREIT) reconstructs the conductivity
and the current density in the subject � by measuring only one component Bz data. Instead
of rotating a subject, MREIT needs at least two independent current injections to reconstruct
the conductivity distribution in �.

Most MREIT studies focus on extracting some constructive relations between Bz data and
conductivity distributions in the subject � (Birgul et al 2003, 2006, Gao et al 2006, Hamamura
et al 2006, Ider et al 1998, Joy 2004, Kwon et al 2002, Lee et al 2003, Muftuler et al 2004,
Park et al 2004, Seo et al 2004). Although imaging techniques in MREIT using Bz data have
been rapidly developed and are at the stage of animal experiments nowadays, we still have
lots of theoretical studies in MREIT such as unique determination of the conductivity using
Bz data, characteristics of the proposed algorithms, and the relations between the current J
and measured Bz data, etc.

In this paper, we analyze the map T from current density vector fields J to one component
Bz of magnetic flux density B. We decompose the interior current J into J = JP + JN for
JN ∈ N (T ) and JP ∈ P(T ) in which the projected current JP does not depend on the
conductivity properties. Here, N (T ) and P(T ) are the null space of the map T and its
orthogonal complement space with respect to L2-scalar product, respectively. After precise
descriptions of the map T and the spaces N (T ) and P(T ), we show that the projected current
density JP consists of two currents: JP1 and JP2 . JP1 is the current corresponding to a
homogeneous background conductivity. For JP2 , we construct two-dimensional potential β

from measured magnetic flux data Bz.
When the current is two-dimensional, the current J is uniquely determined from only

one Bz data. Based on the decomposition of two-dimensional current, we prove a unique
determination of isotropic conductivity using Bz data due to one injection current under the
assumption that the conductivity values on the boundary are fixed. We also investigate the
meaning of the projected current JP of a general three-dimensional current J. For a two-
dimensional dominating current case, the projected current density JP recovered directly
by solving the two-dimensional harmonic equation from measured Bz data provides a good
approximation of the true current J without accumulating noise effects by solving forward
problems to update current density and any assumption on the conductivity which is isotropic
or anisotropic.

For numerical experiments, we calculate the projected current JP from the map T for a
given simulated current J and magnetic flux data Bz corresponding to anisotropic conductivity
σ̃ . Next, we use measured Bz data with biological tissue phantom experiments using a 3 T
MRI scanner. We compare the projected current JP and the reconstructed current J using the
harmonic Bz algorithm with two different measured Bz data.

2. Method

2.1. Projected current density JP of J

Let � be a three-dimensional, cylindrical and electrical conducting body with its boundary
∂�. This domain can be expressed as the union of slices which are perpendicular to the z-axis:



Projected current density JP 3003

� =
⋃

t∈(−H,H)

�t , where �t = � ∩ {(x, y, z) ∈ R
3 | z = t}.

Let n = (n1, n2, n3) be the outward unit normal vector on ∂�. We inject current into �

through a pair of surface electrodes attached to ∂�. The interior current density distribution
J = (Jx, Jy, Jz) influenced by the injection current satisfies

∇ · J = 0 in �

J · n = g on ∂�.
(1)

In a real model, the exterior current JI outside of � is decided by configurations of lead wires
and electrodes attached to ∂�. Since we can control the geometry of lead wires and electrodes
and the amount of injection current in experimental setups, one can decide the exterior current
JI outside of � and J · n on ∂�. The total current JT := J + JI in whole domain R

3 generates
the corresponding magnetic flux density BT := BJ + BI where BJ comes from the internal
current density J in � and BI is the magnetic flux density generated by the known exterior
current JI . Since BI is determined by the known current outside of �, we can extract BJ by
measuring BT . In the remainder of this paper, we simply denote BJ by B.

Most algorithms developed in MREIT have used the fundamental relation

∇2Bz = µ0∇ · (−Jy, Jx, 0) = µ0

(
∂σ

∂x

∂u

∂y
− ∂σ

∂y

∂u

∂x

)
(2)

to obtain distinguishable information of the current J and the isotropic conductivity σ , where u
is the voltage potential corresponding to σ . In this section, we focus on analyzing the relation
between the current J = (Jx, Jy, Jz) and measured data Bz in �.

Let V be a divergence free space as

V := H(div;�, 0) = {J ∈ H 1(�)3 | ∇ · J = 0 in �}, (3)

where H 1(�) denotes the Sobolev space (Girault et al 1986). Define a linear operator T as

T : V −→ L2(�) × H− 1
2 (∂�)

J �−→ (∇2Bz, J · n).
(4)

Biot–Savart law shows the relation between Bz and J = (Jx, Jy, Jz):

Bz(r) = µ0

4π

∫
�

(y − y ′)Jx(r′) − (x − x ′)Jy(r′)
|r − r′|3 dr′. (5)

We decompose the vector space V into two orthogonal spaces N (T ) and P(T )

V = N (T ) + P(T ), (6)

where N (T ) is the null space of T and P(T ) is its orthogonal complement space with respect
to the scalar product of L2(�). The null space of T is characterized as

N (T ) = {J ∈ V | ∇2Bz = 0 in � and J · n = 0 on ∂�}. (7)

For convenience, we denote 〈·, ·〉 a usual L2(�)-inner product and use the notations
∇ = (

∂
∂x

, ∂
∂y

, ∂
∂z

)
and ∇̃ = (

∂
∂x

, ∂
∂y

)
.

We consider that two observable vectors J0 := ∇α and J∗ := (
∂β

∂y
,− ∂β

∂x
, 0

)
belong to V ,

where α is a homogeneous voltage potential satisfying

∇2α = 0 in �

∇α · n = J · n on ∂� and
∫
∂�

α ds = 0
(8)
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and βt (x, y) := β(x, y, t) satisfies the following two-dimensional Laplace equation for each
slice �t ⊂ �

∇̃2βt = 1
µ0

∇2Bz in �t

βt = 0 on ∂�t .
(9)

For any JN ∈ N (T ), the vector J0 = ∇α from the given injection current density J · n on ∂�

yields that

〈J0, JN 〉 =
∫

�

J0(r) · JN(r) dr

=
∫

�

(
∂α

∂x
,
∂α

∂y
,
∂α

∂z

)
(r) · (

JN
x , JN

y , JN
z

)
(r) dr

= −
∫

�

α(r)∇ · JN(r) dr +
∫

∂�

α(r)JN(r) · n ds

= 0, (10)

where s is the surface element on ∂�. The relation (10) shows that the vector J0 belongs to
P(T ).

Next, the vector J∗ = (
∂β

∂y
,− ∂β

∂x
, 0

)
satisfies the divergence-free condition and for any

JN ∈ N (T ),

〈J∗, JN 〉 =
∫

�

J∗(r) · JN(r) dr

=
∫

�

(
∂β

∂y
(r),−∂β

∂x
(r), 0

)
· (

JN
x (r), JN

y (r), JN
z (r)

)
dr

=
∫ H

−H

(∫
�t

(
∂β

∂x
(r),

∂β

∂y
(r)

)
· (−JN

y (r), JN
x (r)

)
dx dy

)
dt

= −
∫ H

−H

(∫
�t

β(r)∇̃ · (−JN
y , JN

x

)
(r) dx dy

)
dt

+
∫ H

−H

(∫
∂�t

β(r)
(−JN

y , JN
x

)
(r) · ν d�

)
dt

= 0, (11)

where d� denotes the line element on ∂�t and ν = (ν1, ν2) = (n1, n2)/|(n1, n2)| is the planar
unit normal vector of n = (n1, n2, n3) projected onto ∂�t . Hence J∗ ∈ P(T ). According
to the calculations in (10) and (11), we can explicitly extract two currents J0 and J∗ in P(T )

for any current J in �. We now need to answer whether J0 and J∗ exhaust all projected
components of J or not. To answer the question, set the difference vector JD := J − J0 − J∗.
It is obvious that ∇ · JD = 0 because ∇ · J∗ = ∇ · (

∂β

∂y
,− ∂β

∂x
, 0

) = 0 in �. Since β is zero on
each ∂�t in (9), for the Neumann vector n = (n1, n2, n3) on ∂�,(

∂β

∂y
,−∂β

∂x
, 0

)
· n = ∇̃β · (−n2, n1) =

√
n2

1 + n2
2

∂β

∂τ
= 0 on ∂�, (12)

where the vector τ = (τ1, τ2) is the unit tangential vector on ∂�t . Thus, we have

JD · n = J · n − J0 · n −
(

∂β

∂y
,−∂β

∂x
, 0

)
· n = 0 on ∂�.

Moreover, the difference vector JD satisfies

−∂JD
y

∂x
+

∂JD
x

∂y
= −∂Jy

∂x
+

∂Jx

∂y
− ∇̃2β = 1

µ0
(∇2Bz − ∇2Bz) = 0 in �.

This implies that JD ∈ N (T ). Thus, JP = J0 + J∗ is the unique projection component of J.
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2.2. JP for two-dimensional dominant current J

First, we assume a two-dimensional current J(r) = (Jx(r), Jy(r), 0) in � = ∪t∈(−H,H)�t .
Then, the difference vector JD = J − JP of J on N (T ) satisfies

∇̃ × (
JD

x (r), JD
y (r)

) = ∂JD
y

∂x
(r) − ∂JD

x

∂y
(r) = 0 in �t for all t ∈ (−H,H). (13)

Since the vector JD is curl-free in (13), there exists a potential function ht (x, y) := h(x, y, t)

at each �t such that JD = (
∂h
∂x

, ∂h
∂y

, 0
)
. Due to the divergence-free condition of the vector JD ,

the scalar function h satisfies

∇̃2ht (r) = 0 in �t and ∇̃ht · ν = 0 on ∂�t , (14)

where ν = (ν1, ν2) = (n1, n2)/|(n1, n2)| is the planar unit normal vector of n projected onto
∂�t . Since a solution of (14) is unique up to constant, we have that JD = (

∂h
∂x

, ∂h
∂y

, 0
) = (0, 0, 0)

in � and J = JP , i.e., arbitrary two-dimensional current in � can be determined by measuring
one Bz.

Infinitely many isotropic conductivity distributions may generate the same current J in
� (Kim et al 2002, 2003, Kwon et al 2002) even when J is two-dimensional. For these
reasons, most developed algorithms for conductivity reconstruction in MREIT use at least two
independent injection currents I i, i = 1, . . . , N (Birgul et al 2003, Gao et al 2006, Hamamura
et al 2006, Ider et al 2004, Lee et al 2003, 2004, Muftuler et al 2004, Park et al 2004a, 2004b).

However, from now on we investigate the unique determination of the isotropic
conductivity distribution in � using one injection current under some conditions. Let us
consider the elliptic equation for 0 < σ < ∞:

∇ · σ∇u = 0 in �

−σ∇u · n = g on ∂� and
∫

∂�

u ds = 0.
(15)

We assume that the current J = −σ∇u = −(
σ ∂u

∂x
, σ ∂u

∂y
, 0

)
is two-dimensional and non-

vanishing in � where the potential u is the solution of (15). If we fix conductivity values
on the boundary ∂�, then measured Bz using one injection current uniquely determine the
interior conductivity σ in �.

If we assume that there exist two isotropic conductivities σ and σ̃ , σ = σ̃ on ∂�,
generating the same current J = −σ∇u = −σ̃∇v in � with J · n = g on ∂�. Here,
the potentials u and v are the solution of (15) corresponding to the conductivity σ and σ̃ ,
respectively. The conductivity σ and the current J satisfy the following relation:

∇̃ × (Jx, Jy) = −∇̃σ × ∇̃u = ∇̃σ

σ
× (Jx, Jy) = ∇̃ log σ × (Jx, Jy). (16)

Since the conductivity σ̃ also satisfies the relation (16), we have

∇̃ log σ × (Jx, Jy) = ∇̃ log σ̃ × (Jx, Jy). (17)

Using the relation (17), two conductivities σ and σ̃ satisfy

∇̃ log
(σ

σ̃

)
× (Jx, Jy) = 0 in �. (18)

Since σ and σ̃ have the same value on ∂� by the assumption, there exists a closed curve
γ (t), t = [0, 1] such that log

(
σ
σ̃

)
(γ (t1)) = log

(
σ
σ̃

)
(γ (t2)) for any t1, t2 ∈ [0, 1]. Due to the

differentiation of log
(

σ
σ̃

)
along the closed curve γ , we get

d

dt

(
log

(σ

σ̃

)
(γ (t))

)
= ∇̃ log

(σ

σ̃

)
(γ (t)) · γ ′(t) = 0. (19)
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The relation (18) yields that ∇̃ log
(

σ
σ̃

)
is parallel to the gradient vector ∇̃u. The potential u is

constant on the closed curve γ because
du(γ (t))

dt
= ∇̃u(γ (t)) · γ ′(t) = 0.

Thus, there exists a critical point r0 = (x0, y0, z0) such that ∇̃u(r0) = (0, 0) in the interior
region of the closed curve γ (t). The existence of such a critical point r0 contradicts the
assumption that J is non-vanishing. Consequently, we have σ = σ̃ .

We consider the projected current JP for a more general current J. For a general three-
dimensional current J, the projected current JP is not equal to the current J. The difference
vector JD = J − JP may not be determined by measured data (∇2Bz, J · n). However, it can

be estimated by the differences Jz − J 0
z and ∂Jz

∂z
− ∂J 0

z

∂z
where J0 is the current corresponding

to the homogeneous background material.
Assume that the current injected transversally in a cylindrical domain � = ∪t∈(−H,H)�t

so that J · (0, 0, 1) = 0 on ∂�. We consider the potential ft (x, y) = f (x, y, t) for each slice
�t

∇̃2ft = ∂
(
J 0

z − Jz

)
∂z

in �t

∇̃ft · ν = 0 on ∂�t and
∫
∂�t

ft d� = 0.

(20)

By setting J̃ := J − (
∂f

∂x
,

∂f

∂y
, Jz − J 0

z

) − J0, the vector J̃ = (
Jx − J 0

x − ∂f

∂x
, Jy − J 0

y − ∂f

∂y
, 0

)
is a two-dimensional current with the known boundary condition on ∂�t :

J̃ · n = Jxn1 + Jyn2 − J 0
x n1 − J 0

y n2 − ∂f

∂x
n1 − ∂f

∂y
n2 = 0.

Simple calculations show that T (J − J0) = T (J̃) by (2). Since the current J̃ is a
two-dimensional current, the projected current J̃P coincides with the current J̃ and also
J̃P = (J − J0)P = JP − J0. Therefore we have

‖J − JP ‖ = ‖(J − J0) − (J − J0)P ‖
=

∥∥∥∥J̃ +

(
∂f

∂x
,
∂f

∂y
, Jz − J 0

z

)
− J̃P

∥∥∥∥
=

∥∥∥∥
(

∂f

∂x
,
∂f

∂y
, Jz − J 0

z

)∥∥∥∥
� ‖∇̃f ‖ +

∥∥Jz − J 0
z

∥∥,

where ‖ · ‖ denotes a usual L2-norm in �. If
∥∥Jz − J 0

z

∥∥ and
∥∥ ∂Jz

∂z
− ∂J 0

z

∂z

∥∥ are smaller than a
positive value ε, then ‖∇̃f ‖ � Cε by a standard elliptic theory where the constant C does not
depend on J.

3. Results

3.1. Simulation study

In this section, we carry out numerical simulations to extract the projected current JP for
a given current J and the magnetic flux Bz induced by J. We consider a general three-
dimensional current J, in which the conductivity is anisotropic with considerable differences
in distribution. Let � = [0, 1]3 be a cubic domain and set a Neumann flux g such that

g(x, y, z) =




1, if
∣∣x − 1

4

∣∣ � 1
16 , y = 0, and

∣∣z − 3
8

∣∣ � 1
16

−1, if
∣∣x − 3

4

∣∣ � 1
16 , y = 1, and

∣∣z − 5
8

∣∣ � 1
16

0, otherwise.
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(b)(a)

Figure 1. Anisotropic conductivity distribution with six anomalies. (a) Conductivity distribution
in �. (b) Cross-sectional image on S.

Table 1. Anisotropic conductivity values at each organ.

Target σ11 σ22 σ33 σ12 σ13 σ23 λM λm

1 0.333 0.991 1.876 0.224 −0.378 −0.141 2.000 0.200
2 4.960 3.078 5.962 0.390 0.188 0.037 6.000 3.000
3 0.124 0.292 0.284 0.037 −0.053 0.011 0.300 0.100
4 6.000 3.000 7.000 0.000 0.000 0.000 7.000 3.000
5 4.938 7.247 4.815 0.782 0.107 −1.354 8.000 4.000
6 0.227 0.299 0.374 −0.028 0.061 −0.011 0.400 0.200

This Neumann condition g is the outward normal component of the current on ∂� where the
electrodes E1 and E2 are attached as in figure 1(a). To generate a target current, we use an
anisotropic conductivity distribution σ̃ composed of six separate organs with the background
conductivity value σ0 = 1 in figure 1. The location and shape of each organ are presented in
figure 1(a) and the cross-sectional image of σ̃ on z = 0.5 plane is shown in figure 1(b). Table 1
shows that conductivity values of each anomaly, σ̃ = (σij ), i, j = 1, . . . , 3, (i � j). λM and
λm are the largest and smallest eigenvalues of each anomaly, respectively.

Then the target current J is given by J = −σ̃∇u where u is the solution of

∇ · (σ̃∇u) = 0 in � − σ̃∇u · n = g on ∂�.

The projected current JP is given by JP = J0 +
(− ∂β

∂y
,

∂β

∂x
, 0

)
where the current J0 = ∇α,

the function α is the solution of equation (8) corresponding to the homogeneous background
conductivity σ0 = 1 and β is the spacial potential which is obtained on each slice �t by solving
(9). Note that the background current J0 does not give any information of the conductivity in
�. We depict the currents δJ = J − J0 and δJP = JP − J0 = (− ∂β

∂y
,

∂β

∂x
, 0

)
at the z = 0.5

plane in figure 2. Although there is no zth current component in δJP , the intensity image of
δJP has considerable information of the true image of |δJ| as in the right column of figure 2.

In section 2.2, we show that the difference current J − JP only depends on the zth
component Jz − J 0

z . Since the difference Jz − J 0
z relates to σ̃ − σ0, for the given conductivity

distribution σ̃ in table 1, we can define σc := c(σ̃ − σ0) + σ0.
For several c = 0.2, 0.4, 0.6, 0.8 and 1, the relative errors Ea(a = x, y, z) between the

projected current JP and J defined by

Ea :=
∥∥Ja − JP

a

∥∥
‖Ja‖ (21)

are shown in table 2.
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Figure 2. Simulation experiment: difference current images of δJ and δJP are depicted in the left
and center columns, respectively. The right column is the images of |δJ| and |δJP |.
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Figure 3. Relative error plot for c = 0.2, 0.4, . . . , 1.

Table 2. Relative errors Ea for various c = 0.2, 0.4, . . . , 1.

c Ex Ey Ez

0.2 0.018 0.014 0.030
0.4 0.027 0.024 0.051
0.6 0.034 0.032 0.067
0.8 0.042 0.040 0.080
1 0.053 0.049 0.093

3.2. Biological tissue phantom experiment

We compute the projected current JP using real experimental MREIT data. The magnetic flux
Bz data using a 3 T MRI scanner are measured for a three-dimensional phantom containing
different biological tissues embedded in agar-gel; bovine tongue, porcine muscle and chicken
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Figure 4. (a) MR magnitude image of the biological tissue phantom. (b) Reconstructed
conductivity image using the harmonic Bz algorithm.

δ  J
x

0

1

2

δ  J
y

0

1

2
| δ  J |

0

1

2

δ  J P
x

0

1

2

δ  J P
y

0

1

2
| δ  J P |

0

1

2

−

−

−

− −

−

−

− −

−

−

−

Figure 5. Biological tissue phantom experiment: difference current images of δJ and δJP are
represented in the left and center columns, respectively. The right column is the images of |δJ|
and |δJP |.

breast. The phantom has a cylindrical shape with a diameter and height of 140 mm. We
attached four electrodes with equal spacing among them and the size of each recessed electrode
was 10 × 20 mm2. More details on the experimental setup are given in Oh et al (2005).
We input current with strength 48 mA. Figure 4(a) shows its magnitude image on the center
slice of the phantom.

In this paper, we used the harmonic Bz algorithm (Oh et al 2003) to reconstruct the
isotropic conductivity image of the center slice in figure 4(b). In fact, we do not know that
the electrical properties of the biological tissues, bovine tongue, porcine muscle and chicken
breast, are isotropic. However, in order to compare the projected current density proposed
in this paper and the current density through the reconstructed conductivity, we assume
the biological tissues are isotopic. Under the isotropic assumption, the mean reconstructed
conductivity values are 0.53, 0.44, 0.59 and 0.73 S m−1 for chicken breast, bovine tongue,
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porcine muscle and agar gelation, respectively. Here, two independent currents are injected
transversally through the four attached electrodes for the harmonic Bz algorithm. We constrain
the conductivity value of the air bubble area in figure 4(a) to be zero in the reconstruction since
MR signals could not be obtained in that area.

The upper row of figure 5 represents δJx, δJy and |δJ| and the lower row of figure 5
shows δJ P

x , δJ P
y and |δJP |. Note that the current J = −σ∇u in the upper row of figure 5 is

recovered by solving the elliptic equation (15) with the reconstructed isotropic conductivity
σ using the iterative harmonic Bz algorithm which needs at least two injection currents. To
obtain the current JP in the lower row of figure 5, we only need to solve the two-dimensional
Laplace equation (9) on the center slice of � using measured Bz data induced by one injection
current.

The relative errors Ea(a = x, y, z) between the projected current JP and J in figure 5
are 0.026, 0.039 and 0.074 for Ex,Ey and Ez, respectively. Since we attached the electrodes
at the middle of the phantom, the internal current by injected current is transversal-dominant.
The values of Ea(a = x, y, z) in this phantom experiment show that the projected current JP

is feasible in real experiments when the internal current is transversal-dominant.
One notable thing is that the reconstructed current J = −σ∇u in the upper row of figure 5

needs conductivity reconstructed in advance with Bz for at least two independent injection
currents. It may provide a more defective image near the electrode than JP in the lower row
of figure 5 because it is hard to avoid noise amplification of the reconstructed conductivity
near the electrode and in the region where the interior current flows are almost parallel for all
injected currents.

4. Discussion

In this paper, we investigate the projected current JP , which is an optimal detectable current
from measured magnetic flux density Bz influenced by one injected current. The projected
current JP consists of the background current J0 and the two-dimensional current J∗ by solving
the two-dimensional harmonic forward problem (9). Since the background current J0 which
is a homogenous harmonic solution by solving (8) does not contain any information of interior
inhomogeneous conductivity, most information of current influenced by inhomogeneous
anomaly is in J∗ which is displayed in figures 2 and 5. Moreover, J∗ can be reconstructed
immediately by solving the two-dimensional harmonic equation in the region of interest
without any assumption on the conductivity.

The real phantom experiment shows that reconstructed JP (the lower row in figure 5)
is considerably similar to the current via conductivity reconstruction (the upper row in
figure 5), in which to reconstruct conductivity we updated conductivity three times and
solved three-dimensional forward problems at each update step. The current δJ through the
reconstructed conductivity using the harmonic Bz algorithm in figure 5 (upper row) depends
on the reconstruction algorithm. Thus, the images in the upper row of figure 5 may be changed
by using other reconstruction algorithms (Muftuler et al 2004, Park et al 2004a, 2004b). The
reconstructed conductivity using the harmonic Bz algorithm needs the boundary conductivity
value which can be determined theoretically by solving the boundary integral equation (Oh
et al 2003). In this paper, we directly use the background agar value as the boundary
conductivity value to reduce noise effects because the boundary value of the measured
magnetic flux density is noisy. The harmonic Bz algorithm to reconstruct isotropic conductivity
distribution using two injection currents can determine the boundary conductivity by solving
the boundary integral equation, but for real-life experiments it is problematic to obtain a good
quality of the conductivity near the boundary.
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We obtained the projected current JP without any assumptions on the conductivity.
However, restricting the space V in (3) to the set Ṽ := {J ∈ V | J = −σ∇u} where σ is the
isotropic conductivity, we expect that the projected current J̃P in Ṽ of the current J is closer
to J than JP in V . Theoretically, we proved a unique determination of isotropic conductivity
with Bz data due to one injection current when the current is two-dimensional and the isotropic
conductivity value is fixed on the boundary ∂�. Despite the uniqueness of conductivity under
the assumptions, it is difficult to develop an efficient algorithm to reconstruct the interior
conductivity distribution using one injection current and one measured magnetic flux density.
As far as the authors know, there is no efficient algorithm to reconstruct the conductivity
with one injection current because the determination of the conductivity distribution heavily
depends on the current pathway; large changes in conductivity may cause very small changes
in current in some regions. These are the main reasons that various algorithms developed
to recover the conductivity distribution assume the interior property Ji × Jj �= 0 in � if
i �= j , where the currents Jk, k = 1, . . . , N correspond to different independent injection
currents. Developing a new algorithm to reconstruct the conductivity distribution using the
proposed projected current JP will be valuable work. Our future work will include analysis of
the relation between JP and the conductivity and development of an efficient reconstruction
algorithm for conductivity.

5. Conclusions

We rigorously analyze the map T from currents J to one component Bz of the magnetic flux
density B and decompose the current J into J = JP + JN where the current JP is recovered
from measured Bz data. The projected current JP is orthogonal to JN which belongs to the
null space of the map T . The current JP is explicitly described as JP = J0 +

(
∂β

∂y
,− ∂β

∂x
, 0

)
where J0 is the current corresponding to the homogeneous conductivity and the potential β

comes from measured Bz data. We show that the difference of J and JP only depends on
the zth component Jz − J 0

z . Especially, when the current J is two-dimensional, the projected
current JP is equal to J and JP uniquely determine an isotropic conductivity if the conductivity
value is fixed on the boundary. We reconstruct the projected current JP in a stable manner
from real experimental MREIT data and compare it with the recovered J̃ using the harmonic
Bz algorithm.
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